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A charge-coupled device (CCD)-based detector designed for macromolecular

crystallography is described. The detector has an area of 200 � 200 mm, a

readout time of 1.6 s, and total noise equivalent to approximately three 12 keV

X-ray photons per pixel. The detector is constructed from a 2 � 2 array of four

identical units, each unit consisting of a 4.1:1 demagnifying ®ber-optic taper

bonded to a 1 k � 1 k, 24 mm pixel, CCD sensor. Each CCD is read out in

parallel though four channels and digitized to 16 bits. A Gd2O2S phosphor X-

ray-to-light converter bonded to an aluminized-plastic ®lm is held in contact

with the input surfaces of the ®ber-optic tapers with an air pillow. The full width

at half-maximum (FWHM) of the point response function is 120 mm, the
response is linear to better than 1% over the entire range of intensity from

background to nearly full well, the gain is 3.4 e per 8 keV incident X-ray photon,

the noise is 12.6 e per pixel for a 10 s integration time, the modulation transfer

function (MTF) is 0.35 at 5 line pairs (lp) mmÿ1 (the Nyquest frequency), and

the measured detective quantum ef®ciency (DQE) is 0.74 for relatively strong

Bragg peaks. Data collected from crystallographic studies with synchrotron

radiation are presented. In an anomalous difference Patterson map for a data set

collected in 40 min on a monoclinic myoglobin crystal, the magnitude of the Fe±

Fe peaks is 18 times the standard uncertainty of the map.

1. Introduction

In order to build a detector with an area of 400±1000 cm2, the

detector must be constructed from an array of CCDs and

demagnifying tapers, given the limited size of commercially

available CCDs (25±50 mm) and ®ber-optic tapers (135±

165 mm diameter). The input surface formed by the faces of

the tapers need not be continuous. Multiple-CCD detectors

for diffraction applications have been built recently by

research groups and commercial manufacturers (Naday et al.,

1995; Suzuki et al., 1999; Area Detector Systems Corp., Poway,

CA, USA; Molecular Structure Corp./Rigaku, The Wood-

lands, TX, USA; Oxford Instruments, Oxford, UK). Detectors

with smaller areas, employing a single CCD and taper, but

otherwise using the same technology, have been built by

research groups (Tate et al., 1995; Naday et al., 1994; Stanton

et al., 1994) and are now being produced commercially by

several companies and are in use for macromolecular crys-

tallography studies at a number of institutions and synchro-

tron facilities.

General considerations for a crystallography detector

include the input area, spatial resolution, sensitivity, noise,

dynamic range, pixel size, readout time, reliability and cost.

These parameters are interdependent; the choice of each will

affect the others. In order to evaluate how performance

depends on these parameters, we previously developed

general expressions to model the performance of multiple-

CCD-based detectors for X-ray crystallography (Stanton,

1993; Stanton et al., 1993). Using these expressions, we

predicted that, for a ®xed number of CCD sensors, maximizing

the area of the detector by using tapers with a demagni®cation
>� 4 would optimize performance for macromolecular crys-

tallography.

In the following sections, we describe the construction of

the detector in some detail, present measurements of the

performance of the detector, compare these measurements

with the performance predicted by calculations, and present

the results of data collected from crystallographic studies.

Characterization of the detector was conducted with a

rotating-anode X-ray source, and crystallographic data were

electronic reprint



research papers

244 Phillips et al. � CCD detector J. Appl. Cryst. (2000). 33, 243±251

collected at beamlines X12C and X25 at the National

Synchrotron Light Source (NSLS).

2. Description of the detector system

2.1. Basic design

For this multiple-CCD detector, we chose a modular design

in which each CCD and taper is enclosed in a vacuum-tight

chamber, forming an independent detector module. Four

modules are held together in a 2 � 2 array with a mechanical

frame, and the array is enclosed in a light-tight hermetically

sealed box with a Be input window. An X-ray converter is held

in contact with the input surface of the taper array. The

modular design allows us to build, test and characterize each

module independently. In addition, if a component fails, one

module can be removed and replaced without disturbing the

others. The CCDs are read out in parallel, and the outputs

from each sensor are multiplexed to form a full image. We use

1 k � 1 k, 24 mm pixel, CCD sensors with a taper demagni®-

cation of 4.07. Four readout channels are used for each CCD.

Four controllers read out, digitize and multiplex the four

output channels of each CCD to an interrupt-driven input/

output (I/O) computer interface. Data are transferred to four

PCs, each receiving data from one module. The four PCs are

connected to a 100-Base T Ethernet network. One of the PCs,

or another computer on the network, can be used as the

master controller for data collection. At the NSLS beamlines

where the detector is now operating, data from the four PCs

are transferred to a Unix computer which serves as the user

interface.

2.2. Mechanical design

The assembled detector camera and the array of four

modules are shown in Fig. 1. Each modular unit includes a

®ber optic taper, a CCD, a thermoelectric cooling module, a

water heat exchanger, and a vacuum-tight housing. A sche-

matic drawing of a module is shown in Fig. 2(a), and a sche-

matic drawing of the camera is shown in Fig. 2(b).

The square sides of the ®ber-optic taper are the limiting

lateral dimensions of the module, so that the modules can be

butted together to give an essentially continuous input area.

We have assembled the modules with a �35 mm space

between each pair of neighboring tapers in order to allow for

small movements of adjacent tapers without direct taper

contact. Because the pixel size of 100 mm is considerably larger

than the inter-taper space, the image at the taper interfaces is

continuous. However, the signal in the row (or column) of

pixels at the interface is reduced because the light from some

X-ray photons is not collected by the tapers.

In each module, the taper is bonded to an aluminium ¯ange

(see Fig. 2). A vacuum-tight chamber enclosing the CCD and

heat exchanger is ®xed to the ¯ange. The inside volume is

evacuated, then ®lled with Xe gas, and sealed. The CCD is

cooled with a two-stage thermoelectric module (Melchor Inc.,

Trenton, NJ, USA). Thermal contact between the CCD

ceramic package and the cold side of the thermoelectric

module is provided by a copper ball-and-socket assembly that

is held against the back of the CCD package by springs, and

allows rotation between the package and the module. The hot

side of the thermoelectric module is in contact with an

aluminium block that forms a cylinder. A water-®lled piston

®tted inside the cylinder extracts heat generated by the

module. The water is exchanged to an external refrigerated

water re-circulator operated at 278 K (Neslab Inc., Ports-

mouth, NH, USA). The cylinder and piston allow axial motion

to compensate for movements caused by thermal expansion

and contraction when the assembly is heated and cooled.

Thermal contact between the heat-exchanger parts is made

using a vacuum-compatible heat-sink compound (Dow

Corning 340, Dow Corning, Midland, MI, USA).

Alignment of the 2 � 2 array of modules is provided by an

adjustable aluminium frame. Each module functions as a

detector. Modules can be operated independently; each can be

tested and characterized independently, and a faulty module

can be removed and replaced.

The phosphor converter is held in contact with the front

surface of the tapers by a permanently sealed, air-®lled pillow

Figure 1
The four-module array (top) and the assembled detector (bottom).
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made from mylar of 25 mm thickness. The pillow is compressed

between the beryllium front window, of thickness 0.38 mm,

and the converter, maintaining contact between the converter

and tapers. When the detector is assembled, the air-tight

thermally insulated aluminium housing that surrounds the

modules is purged with dry air and then sealed to prevent

moisture from condensing on the water tubes and the walls of

the modules. By using the pillow and sealing the housing, we

have eliminated the need for gas or vacuum lines to the

detector. The electronics cable and water connections are

located on a removable back plate of the housing.

2.3. Fiber-optic tapers

When the detector was designed, the largest taper available

was 135 mm in diameter. By machining the outside cylindrical

surface of the taper on four perpendicular planes, a 100 �
100 mm block was cut, forming a square taper (with rounded

corners). Butting four of these tapers together allowed us to

achieve an area of 200 � 200 mm with small (blank) areas

missing at the center, the four corners and four places at the

edges (see Fig. 3). We chose this con®guration, rather than one

using four 95 � 95 mm square tapers, in order to increase the

total area by 10%. The choice of how to machine the tapers is

a compromise between the total area and the blank areas.

The tapers (supplied by Incom Inc., Southbridge, MA,

USA) have a demagni®cation of 4.07:1, a core to cladding

ratio of 70:30, and 5% of the ®bers are opaque (EMA),

resulting in a light-transmission ef®ciency of 4%. There are no

bevels on the edges of the tapers at the input face, so that a

continuous surface is formed between adjacent tapers when

they are in contact.

2.4. X-ray converter

The phosphor converter was prepared by settling

Gd2O2S:Tb (Nichia America, Lancaster, PA, USA) and an

organic binder in an organic solution onto an aluminized-

mylar ®lm to a density of 13 mg cmÿ2 (�45 mm thick) (Gruner

et al., 1993). The 200 � 200 mm converter is held in intimate

contact with the 2� 2 taper array. The point response function

(PRF) pro®le is determined primarily by light scattering in the

converter. Many converters and preparation methods were

investigated in order to optimize the pro®le (see x3.1). In
previous detectors, we have deposited the converter directly

onto the taper surface (Stanton et al., 1994). However, using

that method it was not possible to prepare a uniform phosphor

layer out to the edges of the taper, and thus the signal near the

interfaces between tapers was degraded.

2.5. CCDs

The CCD sensors are 1024� 1024, 24 mm pixel, four-output

front-illuminated SITe SI003 CCDs operated in multi-pinned

phase (MPP) mode (Scienti®c Imaging Technology Inc.,

Beaverton, OR, USA). They have a nominal full-well capacity
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Figure 3
Schematic drawing of the detector input area. Each taper has a small
nearly triangular area of �4 mm on a side missing at each of the four
corners.

Figure 2
(a) Schematic drawing of one module: (A) ®ber optic taper with 10 �
10 cm front area and 4.1:1 demagni®cation ratio; (B) ¯ange bonded to
taper; (C) wall of hermetically sealed chamber; (D) I/O cables for CCD,
(E) CCD; (F ) socket board, (G) ball-and-socket heat-transfer coupling;
(H ) ball, spring and nut providing compression force between
components; (I ) thermoelectric cooling module; (J ) heat-transfer
cylinder; (K) heat-transfer piston with ®ttings for circulating water; (L)
CCD I/O and thermoelectric hermetically sealed connectors; (M)
pumping port and valve. (b) Schematic drawing of the camera showing
two modules and the outer housing: (A) 0.38 mm Be window; (B)
pressurized mylar pillow; (C) Gd2O2S X-ray converter deposited on
0.025 mm aluminized mylar; (D) ®ber-optic taper; (E) bracket coupling
modules together; (F ) inner chamber housing; (G) hermetically sealed
outer housing; (H ) cables for CCD I/O, thermoelectric power and
temperature sensors; (I ) cooling water; (J ) module pumping port and
valve; (K) housing chamber purge port and valve; (L) water distribution
manifold; (M) base plate.
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of 3.5 � 105 e and an ef®ciency of �0.27 e per photon for the

predominant 545 nm light component emitted by the phos-

phor. The silicon sensor is bonded to a ceramic package and its

surface is ¯at to �2 mm. Each CCD is epoxy-bonded directly

to the small end of a taper. The cured bond thickness is

approximately 3±5 mm. The CCD/taper assembly can be

repeatedly temperature cycled between 293 and 223 K without

degradation of the epoxy bond.

2.6. Readout electronics

The CCD integration and readout is controlled by elec-

tronics developed by us (Naday et al., 1995). There are four

controllers, one for each CCD. Four readout channels are used

for each CCD. The controller provides 16 bit digitization at a

readout speed of 160 k pixels channelÿ1 sÿ1. Each controller

simultaneously reads out, digitizes and multiplexes the CCD

output to an interrupt-driven I/O computer interface. Data are

transferred in parallel through a ®rst in ®rst out (FIFO) buffer

to four Linux PCs. This gives a total readout time of 1.6 s for

the full detector image of 4� 1024� 1024 pixels. The four PCs

are connected to a 100-Base T Ethernet network. One of the

PCs, or another computer on the network, can be used as the

master controller for the data collection. At the NSLS,

corrected data from the four PCs are transferred in < 1 s to an

SGI Unix-based master computer that serves as the user

interface.

2.7. Software

Corrections for spatial distortions introduced by the ®ber-

optic taper, corrections for non-uniform response introduced

by the converter, taper and CCD, and correction for the dark-

current background, are performed in parallel on each of the

four sub-images on each computer in �1 s. During the cali-

bration interval, the next data image is being collected. The

`¯at-®eld' and `mask' X-ray images required for the calibra-

tions were collected only once, before the detector was

installed at the NSLS, using the extended ®eld produced by

setting the detector far from the ®ltered point source of an

Mo-target rotating-anode generator operating at various

excitation voltages. The corrections for non-uniform response

are accurate (preserve intensity information) to �1%; the

corrections for spatial distortion are accurate to 0.1 pixel. We

have found that both corrections are time independent. The

detector software converts the digitized CCD outputs into a

corrected, seamless, 2048 � 2048 pixel image in the master

computer.

We developed the software to merge seamlessly the four

sub-images in order to preserve the accuracy of data near the

taper interfaces, and to provide users with a visually contin-

uous image. We have developed a detector control and display

package that allows users to run the detector from Unix, Linux

and Windows NT or 95 environments. At the NSLS, the

detector is controlled through the MARMAD user interface

(Skinner & Sweet, 1997). This program provides automatic

dark-current image collection, data series image collection,

wavelength selection etc. By writing image ®les in an appro-

priate format, a number of packages, includingDENZO,DPS/

Mos¯m and d*Trek can be used for data reduction and

analysis.

3. Characterization

3.1. Point response function

The point response function was measured by illuminating

the detector face with a ¯ood ®eld of X-ray photons through a

mask containing a set of pinholes each of size 20 mm, with the

mask ®xed to the Be entrance window. The radial pro®le of the

average of 12 pinhole images is shown in Fig. 4. The FWHM of

the PRF is 1.23 pixels (120 mm). The full width at 10, 1 and

0.1% of the maximum is 260, 410 and 810 mm, respectively.

3.2. Modulation transfer function

The modulation transfer function (MTF) was calculated

from the line spread function (LSF). The LSF was measured

using the tilted-slit method developed by Fujita et al. (1992). A

Ta slit of width 40 mm was placed on the detector surface at an

angle of �1� with respect to the CCD pixel array. From the

tilted-slit image one can generate the LSF sampled at spacings

less than the Nyquest frequency. The Fourier transform of the

LSF gives the one-dimensional MTF. Fig. 5 shows the

measured LSF and the corresponding MTF.

Figure 4
X-ray point response function (PRF) measured with a 20 mm pinhole,
plotted on both a linear and a logarithmic scale.
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3.3. Gain

The detector gain was measured by integrating the intensity

in the (200) Bragg peak from an LiF crystal. The intensity (X-

ray photons sÿ1) in the peak was ®rst measured with a cali-

brated NaI/photomultiplier counter. The gain [analog to

digital units (ADU) per X-ray photon] was then determined

with the detector by integrating the intensity (in ADU) in the

peak. Due to the ®nite extent of the PRFand the pro®le of the

Bragg peak, the gain is a function of the integration area. The

gain for 8 keV X-ray photons is shown in Fig. 6 as a function of

the integration radius. The gain in e ADUÿ1, determined from
the measured photon-transfer curve, is 7.0 e ADUÿ1 (Janesick
et al., 1985). For an integration radius of four pixels at 8 keV,

the gain is 0.48 ADU per X-ray photon or 3.4 e per X-ray

photon.

3.4. Response linearity

The response of the detector to input X-ray photons was

measured by collecting a series of images of X-ray absorbers

illuminated by a constant-intensity X-ray ¯ood ®eld. The

absorbers were made from several stacks of X-ray ®lm. The

exposure times for the series ranged from 2 to 200 s.

The number of X-ray photons transmitted through the

absorbers was determined with a calibrated NaI/photo-

multiplier counter. As shown in Fig. 7, the detector response is

linear to within the uncertainty of our measurement (< 1%)

over the entire range of intensity from background to nearly

full well.

3.5. Noise

The contributions to the noise from the readout and the

dark current were measured by taking sets of dark-current

images with the CCD at 233 K for a series of integration times

ranging from 2 to 100 s. The variance in the intensity at each

pixel was calculated for each set of images. The average of

these pixel variances, which is the combined variance of the

readout and dark current for that period, is plotted in Fig. 8.

The variance at t = 0 corresponds to the read noise, while the

increase in the noise as a function of time results from the

dark-current noise. From these data, the read-noise standard

uncertainty per pixel is 1.8 ADU (12.6 e), and the dark current

increases linearly at a rate of 0.052 ADU sÿ1 or 0.36 e sÿ1.
Thus, for a 30 s exposure with 1.0 AÊ X-ray photons, the stan-

dard uncertainty in the signal due to the read noise plus dark-

current noise is equivalent to approximately three X-ray

photons per pixel. In a typical crystallography experiment at

the NSLS beamlines, the background from diffuse scattering

from the sample and air scattering is considerably greater than
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Figure 6
Effective gain measured as a function of the radius of integration of a
Bragg peak for 8 keV X-ray photons.

Figure 7
Linearity as a function of the number of 8 keV X-ray photons per pixel.
The plot of ADU per X-ray photon (right-hand axis) shows that the
response is linear over the range from 20 to 30 000 ADU. The ADU per
X-ray photon scale has been normalized to 0.50 at 104 X-ray photons.

Figure 5
The measured line-spread function (LSF) and modulation transfer
function (MTF).

electronic reprint



research papers

248 Phillips et al. � CCD detector J. Appl. Cryst. (2000). 33, 243±251

three X-ray photons per pixel in a 30 s exposure, so the

detector noise makes a relatively small contribution to the

measurement uncertainty.

3.6. Dynamic range

The effective dynamic range is determined by the maximum

signal divided by the noise. The dynamic range can be deter-

mined for either a single pixel or a Bragg peak, for some

integration interval. The detector response saturates at about

50 000 ADU per pixel; thus the dynamic range per pixel is

50 000/1.8 = 28 k for a zero-time integration interval and

50 000/2.55 = 20 k for a 60 s integration interval when the

detector is operated at 233 K.

3.7. DQE

3.7.1. Predicted DQE for a Bragg peak. The quantum ef®-

ciency of each element in the signal chain, and the noise, can

be used to predict the DQE of the detector. For a Bragg peak,

the DQE as a function of the number of incident monochro-

matic X-ray photons (I) is given by (Stanton et al., 1992):

DQE � Tw

1� Rs � 1=G� A�n2R � NDt�=�ITwG
2� � RETwI

;

�1�
where Tw is the product of the window transmission (Be plus

mylar) and phosphor absorption ef®ciency, Rs is the phosphor

noise factor (typically 0.1 � Rs � 0.2 for settled phosphors), G

is the detector gain (e per X-ray photon), A is the peak

integration area, nR is the root mean square (r.m.s.) read noise,

ND is the dark-current rate, t is the integration time, and RE is

the relative variance contributed by other experimental

conditions. The measured value of Tw at 1.54 AÊ is 0.86

(transmission of the Be is 0.935, transmission of the mylar is

0.935, absorption of the phosphor is 0.985). Using an inte-

gration radius of four pixels (which gives 95% of the full gain),

the gain is 0.48 ADU per X-ray photon (3.4 e per X-ray

photon). The integration radius of four pixels was chosen

because it allows a high gain without including a large number

of pixels. The more pixels included in the integration, the

higher the noise. For weak peaks, a smaller integration radius

could be used to increase the DQE. Using these parameter

values and a readout noise of 1.8 ADU per pixel, a dark

current of 0.052 ADU sÿ1 per pixel, setting Rs = 0.10 and

setting the experimental variance RE = 25 � 10ÿ8, the

predicted DQE for a Bragg peak for a 5 s exposure is given by

DQE �1:54AÊ � � 0:86

1:40� 887=I � �21:5� 10ÿ8I� : �2�

This predicted DQE is plotted in Fig. 9. Even in the absence of

noise, the maximum value of the DQE is limited by absorp-

tion, the phosphor noise factor and the detector gain. Thus,

the maximum DQE for any large-area CCD-based detector

will generally be < 0.8.

3.7.2. Measurement of the DQE. The DQE was measured

by collecting a series of 100 data frames of the image of a

Bragg peak, and calculating the variance of the integrated

intensity. In order to simulate crystallographic data-collection

conditions, the incident beam was generated by a Cu-target

rotating-anode X-ray tube, focused using bent mirrors and

diffracted from an oriented LiF crystal using the (200)

re¯ection (Phillips et al., 1993). The focused 1.54 AÊ beam had

an FWHM of 0.25 mm at the detector. The intensity of the

beam was adjusted with calibrated absorbers and measured

using an NaI-photomultiplier counter. The peak in the

detector image was integrated over a radius of four pixels. The

measured DQE as a function of the input X-ray intensity is

plotted in Fig. 9. For a relatively weak peak with 500 X-ray

photons, the DQE is�0.35. For a peak with 104 X-ray photons,
the DQE is �0.7. The agreement between the measured and

calculated DQE is reasonably close; the measured values are

somewhat higher in the range between 104 and 105 X-ray

photons in the peak.

Figure 8
Variance (in ADU) in the signal per pixel, measured at 233 K without X-
ray photons. The linear increase is due to the accumulation of dark-
current signal in the CCD.

Figure 9
The DQE for a Bragg peak as a function of the number of X-ray photons
in the peak for a 5 s integration time at a wavelength of 1.54 AÊ . Each data
point was determined from 100 measurements of the intensity of a Bragg
peak from an LiF crystal integrated in a four-pixel radius centered on the
peak. The calculated curve is from equation (2).
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4. Crystallographic results

The detector has been in operation since November 1997 at

NSLS beamlines X12C and X25. In the ®rst year of operation,

44 different research groups used the detector. Over 50 000

data images were collected in 350 complete data sets. For

many of these, the crystal structures have been solved and

published (Boriack-Sjodin et al., 1998; Chen et al., 1998;

Golden et al., 1998; Kim et al., 1998; Conti et al., 1998; Ban

et al., 1999; Spraggon et al., 1998; Clemons et al., 1999).

As a standard test of the detector, an anomalous difference

Patterson map was calculated for data collected from a crystal

of recombinant perdeutero wild-type sperm-whale myoglobin

(a = 34.5, b= 30.6, c= 63.7 AÊ , �= 105.5�), space group P21. The
data were collected at a wavelength of 1.5 AÊ . Exposures were

10 s and the rotational increment was 1�. Ninety exposures

were taken, the crystal was rotated 180�, and 90 more expo-

sures were taken. The detector/diffractometer latency was

about 3 s; the entire data collection took about 40 min. The

Patterson function was calculated with data from 5 to 1.7 AÊ ÿ1

resolution. The data were reduced with the HKL package

(Otwinowski & Minor, 1997). The ®nal merging R factor (on

intensity) was 5.0%. The anomalous R-factor residual was

3.7% on F 2 and 2.3% on F. The difference Patterson function

was calculated with the PHASES package (Furey & Swami-

nathan, 1997). Structure factors greater than 6� were used.

The ten largest differences were rejected as being potential

outliers, and the 75% largest differences were employed. The

peaks on the Harker section are 18 times the standard

uncertainty of the map, and 19% of the origin peak. Plots of

the Patterson map are shown in Fig. 10.

A data frame from a crystal with a large unit cell is shown in

Fig. 11: a 300 s 1.5� rotation image from a crystal of the 50S

ribosomal subunit, collected at 1.16 AÊ at beamline X12C [part

of the work reported by Ban et al. (1998)]. Three points are

illustrated in this image: (i) the background is dominated by

scattering generated in the experiment; (ii) the peak width

J. Appl. Cryst. (2000). 33, 243±251 Phillips et al. � CCD detector 249
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Figure 10
Anomalous difference Patterson map sections calculated for data
collected from a crystal of perdeutero wild-type sperm-whale myoglobin,
space group P21. The data set consisted of 180 1�-rotation 10 s exposures
collected in 40 min at a wavelength of 1.5 AÊ at beamline X25. The Fe±Fe
peaks are 18 times the standard uncertainty of the map, and 19% of the
origin peak.

Figure 11
(a) Image from a 50S ribosomal subunit crystal, recorded with a
wavelength of 1.16 AÊ , a rotation angle of 1.5�, exposure time of 300 s, and
a crystal-to-detector distance of 500 mm. The c-axis unit-cell parameter is
575 AÊ . An area of this image near the beam stop is shown in (b) and a
two-pixel-wide trace of the intensity through the centers of the peaks in
the lower line of diffraction maxima is plotted in (c). The center-to-center
distance in the trace is �10 pixels.
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(FWHM of four pixels) is determined primarily by the

experiment, not the detector; (iii) Bragg peaks separated by 10

pixels (1 mm) can be accurately integrated.

5. Discussion

The design of the detector is based on our previous theoretical

analysis of detector performance for macromolecular crystal-

lography (Stanton, 1993; Stanton et al., 1993). We endeavored

to maximize the area of the detector by using four of the

largest-area tapers available, coupled to 1 k � 1 k pixel,

24.6 mm CCDs, giving a 100 mm effective pixel size with a 4.1:1

taper demagni®cation. Because the loss in signal transmitted

through the taper is proportional to the square of the

demagni®cation, the consensus among detector builders when

we started this project in 1993 was that the use of a 4:1

demagni®cation would seriously degrade performance. In

order to maintain a relatively high DQE, we kept the detector

electronic noise relatively low, but still kept the readout speed

relatively fast by using four readout channels on each CCD.

The readout noise per pixel is �2.5 equivalent 12 keV X-ray

photons, and the full-image readout time is 1.6 s. We believe

the performance results presented above justify our design

choices.

The spatial resolution of the detector, plotted as the point

response pro®le in Fig. 4, is determined mainly by light scat-

tering in the converter, and to a lesser extent by light scat-

tering in the taper. The 100 mm pixel size is commensurate

with the PRF width of �120 mm FWHM (see Fig. 4). For

macromolecular crystallography with focused-synchrotron or

rotating-anode beams, the pro®le of Bragg peaks is typically

200±300 mm FWHM, determined by the size of the beam, the

size of the crystal, the mosaic spread of the crystal, and the

beam divergence. The inherent detector resolution is signi®-

cantly less than the width of a Bragg peak, allowing a typical

re¯ection to be adequately sampled. In most cases, at least 120

orders can be recorded on either side of the beam stop when

the direct beam is centered on the detector. The pixel size

could be reduced. For example, by using similar-sized CCDs

with 2 k� 2 k pixels, one could achieve a 50 mm effective pixel

size. Although this would allow ®ner spatial sampling, it might

not improve the accuracy in the measurement of Bragg-peak

integrated intensities. In fact, over-sampling a peak can

decrease the measurement accuracy, because the integrated

intensity would include the read noise from four times as many

pixels, and the full-image readout time would become four

times longer.

The agreement between the calculated and measured DQE

in Fig. 9 shows that equation (1) models the performance of

the detector relatively accurately. For typical integration times

at synchrotron beamlines, the DQE is limited by electronic

(read) noise only when the number of X-ray photons per pixel

is very low. In the majority of crystallography data images

made with this detector at the NSLS beamlines, the detector

background, shown by the signal level behind the backstop

and in the corners of the image, is signi®cantly lower than the

background elsewhere in the image (see Fig. 11). The phos-

phor noise, absorption and gain limit the DQE when the

number of X-ray photons per pixel approaches 5 � 103.

At a synchrotron where frame times are often �10 s, we
decided it would be important to keep the readout time less

than 2 s, so that the duty cycle for a 10 s frame time would be

> 80%. As the readout speed increases, the read noise also

increases. By using four readout channels per CCD and a

160 kHz channel readout speed (1.6 s total readout time), we

attempted to balance these two considerations. In order to

provide a fast frame-repeat rate, we optimized the speed of the

calibration software. After the image on each CCD is read out,

that image is fully calibrated in �1 s on the 200 MHz PC

associated with that CCD. A new data frame can be collected

(but not transferred to the PC) while the calibration calcula-

tions are taking place. Thus the maximum sustainable frame

rate is �2.6 s.
The accuracy and time-independence of the response

linearityandofthecalibrations isdemonstratedbythePatterson

map from the myoglobin crystal (Fig. 10) and by the structures

that have been solved.

Comparing the performance of this detector with that of the

MAR imaging-plate detectors that were formerly installed on

beamlines X12C and X25, we ®nd that, on average, an

equivalent data frame can be collected two to three times

faster with the CCD detector than with the imaging-plate

detectors. This is a direct result of the higher effective DQE of

the CCD detector, and does not include any consideration of

the longer readout time of the imaging-plate detectors.

We thank Dr V. Ramakrishnan and Dr F. Shu for providing

the myoglobin crystal used to collect the anomalous difference
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NSF grant BIR-9321872.
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